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Many types of sensors have been developed to detect chemical species in the gas phase.
These include optical based on color change or fluoresence, surface acoustic wave (SAW)
devices, electrochemical, chemoresistive/semiconductive, field effect transistors (FET),
metal-insulator-semiconductor (MIS) diode devices, and many other. Among these,
resistive type sensors based on ceramic oxides are particularly attractive because of their
low cost, wide range of applications and potential for use in electronic nose. This article
focuses mainly on the resistive/semiconductive, especially the surface conductive ceramic
oxide type gas sensors. The main emphasis is on the basic principles involving gas-solid
reactions. Also discussed are selected applications with an emphasis on sensor design
issues. Since SnO2 can be used as a model system for oxide-based sensors, most of the
discussions focuses on this system, though other systems are occasionally highlighted
illustrating recent developments. C© 2003 Kluwer Academic Publishers

1. Introduction
There is a continuing need for the development of
rugged and reliable chemical sensors capable of mak-
ing measurements in harsh industrial environments as
well as for public health and security [1–7]. The use
of chemical sensors covers a wide range of indus-
tries such as steelmaking, heat treating, metal casting,
glass, ceramic, pulp and paper, automotive, aerospace,
utility and power. Emissions monitoring sensors for
these applications include those for CO, NOx , O2,
CO2, hydrocarbons (HCs) and volatile organic com-
pounds (VOCs). The application of sensor and mea-
surement technology has resulted in many benefits
including improved energy efficiency in combustion
and chemical processes, better quality and lower scrap
or off-specification products, and reduced emissions.
Chemical sensors are also being applied in domestic
appliances and air quality monitoring. Lately, chemical
sensors are attracting attention for applications such
as early detection of smoke/fire as well as hazardous
chemical agents to provide safety and security in pub-
lic places and mass transportation systems. According
to a recent market report, US demand alone for chemi-
cal sensors (gas sensors and biosensors) is projected to
reach $2.7 billion by 2006 [8]. For commercial success,
major advances in these sensors are required in terms of
simple structure, lower cost, selectivity, durability and
reliability.

Many types of gas sensors have been developed to
detect chemical species in the gas phase. For instance,
optical sensors detect gases based on a color change or
fluoresence of a probed molecule [9]. Physical sensors,
such as Surface Acoustic Wave Devices and Quartz
Crystal Microbalances, become chemical sensors when

coated with polymers, self-assembled monolayers or
other chemically selective materials. Finally, numer-
ous electrical sensors show an electrical response (re-
sistance change, change of electromotive force, etc.)
to a chemical change. Field effect transistors (FET)
[10], metal-insulator-semiconductor (MIS) diode de-
vices [11, 12], metal oxide semiconductor capacitors
[13] and ferroelectric-based devices [14] have been
studied for gas sensing. This paper focuses on a group of
electrical sensors, which is particularly attractive for the
detection of reducing gases in air because they can be
made from oxide ceramics. The emphasis will mainly
be on the semiconductive (especially surface conduc-
tive ceramic oxide) type gas sensors. A separate pa-
per is being devoted to those based on ceramic elec-
trolytes (i.e., potentiometric and amperometric types).
Since SnO2 can be used as a model system for oxide-
based sensors, most of the discussions will focus on
this system, though other systems will be occasionally
highlighted illustrating recent developments.

2. Types of ceramic oxide gas sensors
The most suitable sensors of these types are semicon-
ductor gas sensors using metal oxides. In contrast to
other semiconductors that undergo irreversible chemi-
cal reactions forming stable oxides upon exposure to
air at high temperature, metal oxides remain stable
while interacting with oxygen at their surfaces. Gas
molecules in the ambient can interact with: (1) bulk
grains, (2) electrode/oxide interface and (3) intergran-
ular contacts. These interfacial reactions involving a
transfer of electrons bring about a change in the elec-
trical resistance of the material. Hence, these sensors
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can be grouped under three distinct categories based
on the physical origin responsible for the electrical
response:

(a) bulk-conduction based sensor
(b) metal/oxide (electrode/oxide) junction controlled

sensor
(c) surface-layer conductive (intergranular con-

trolled) sensor

2.1. Bulk-conduction based sensors
When the defect species in the ceramic have high mo-
bility, or the temperature is high enough, the bulk phase
can maintain its stoichiometry in equilibrium with the
gas species in the surrounding atmosphere. Because
the non-stoichiometric oxide usually exhibits electron
or hole conductivity which is dependent on its com-
position in the gas phase, the concentration of the gas
species can be determined by measuring the bulk con-
ductivity of the semiconductive oxide. For instance, the
relationship between oxygen partial pressure and the
electrical conductivity of a bulk-conduction-based sen-
sor may be represented by

σ = σo exp

(
− Ea

kT

)
P

± 1
n

O2
(1)

where σo, Ea and n are a constant, the activation en-
ergy for conduction and a stoichiometric constant deter-
mined by the type of dominant bulk defect involved in
the equilibrium process between oxygen and the sensor
material. A positive dependence (+1/n) is usually ob-
served at high oxygen pressures in the hole-conduction
region whereas a negative dependence (−1/n) occurs
at low oxygen pressures in the electron-conduction re-
gion, as shown in Fig. 1. Hence the change in the bulk
conductivity is a reflection of the equilibration between
the oxygen activity in the oxide and the oxygen content
(PO2 ) in the surrounding atmosphere. Sensors based on
TiO2, BaTiO3, CeO2 and Nb2O5 fall under this category
[15–18].

According to Equation 1, lower values of n and
Ea, respectively, offer a greater sensitivity to changes
in the oxygen pressure and lower interference to the

Figure 1 The change in conductivity of BaTiO3 with oxygen pressure
at temperature from 600 to 1000◦C (50◦C intervals) (after ref. 18).

TABLE I Comparison of the oxygen pressure dependence of
BaFe0.8Ta0.2O3 with that of TiO2 [20]

Materials n Ea (eV) Structure Ref.

TiO2 −4, −6 1.5 Rutile [15, 16]
BaFe0.8Ta0.2O3 +5 ≈0 Perovskite [20]

temperature fluctuation of the sensor. In oxides with
a perovskite-structure, the temperature dependence of
conductivity is often considerably less at high oxy-
gen pressure (p-type) than at the low oxygen pressure
(n-type), as noticed in Fig. 1. The oxygen defi-
ciency due to the loss of oxygen with rising temper-
ature, contributes to a decrease in conductivity in the
p-type range, but supports the conductivity increase
from the thermal generation of the electron defects
[19]. By doping the oxide with proper solutes, the two
effects can cancel and a near zero activation energy
can be obtained for both hole and electron conduc-
tion. Moseley [20] found a family of doped perovskite-
structure ferrites that exhibit almost zero activation
energy over a considerable temperature range. The
characteristics of TiO2 and BaFe0.8Ta0.2O3 are listed in
Table I.

2.2. Metal/oxide junction controlled sensors
The relative work function change upon adsorption of
gas species at the metal-oxide interface can give rise to
a change in the:

(1) resistance (Schottky barrier diode)
(2) flat band voltage (MOS/MISFET devices)

In a Schottky barrier diode sensor [21], one of the elec-
trode/semiconductor contacts acts as a Schottky barrier
(e.g., Pd/SnO2, Pt/TiO2) with the other as an ohmic
contact. The I–V characteristics of a Schottky diode
are described by the thermo-electronic emission as

I = A∗T 2 exp(−VS/kT )[exp(eV/nkT ) − 1] (2)

where A∗, VS and V , are the Richardson constant,
the Schottky barrier height and the bias voltage, re-
spectively. The barrier height (VS) at the metal elec-
trode/semiconductor interface can vary with the occu-
pation of the surface states at the three-phase boundary
(electrode/oxide/gas), which responds to chemisorp-
tion of oxidizing and reducing gases such as O2 and CO.
The change in VS leads to a change in the magnitude of
the reverse saturation current and a displacement of the
I–V curve at forward bias. Hence the partial-pressure-
dependent variation of the interface resistance can be
obtained from Fig. 2 for the operation mode of constant
voltage or constant current.

The work function change of Pd upon hydrogen
adsorption has been known for more than 30 years
[22]. In MOS/MISFET (metal-oxide-semiconductor or
metal-insulator-semicondcutor field effect transistor)
sensors, an oxide/metal (Pd) contact is placed on Si. The
work function change is measured with gas adsorption
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Figure 2 I–V characteristics of Pt/TiO2 Schottky diode in the presence of CO and O2 [after ref. 21].

Figure 3 (A) Schematic picture of the metal-insulator region upon
chemisorption of hydrogen atoms; (B) the hydrogen-induced shift of the
threshold voltage characteristics of MISFET; (C) the hydrogen-induced
shift of the capacitance-voltage curve in MOS capacitor (after ref. 23).

through the change in the flat band voltage of the semi-
conductor. In the presence of hydrogen in the ambient,
hydrogen molecules are dissociated on the Pd surface
into hydrogen atoms, which then diffuse through the
Pd-layer and accumulate at the Pd-insulator interface as
shown in Fig. 3A [23]. These hydrogen atoms give rise
to a dipole layer creating a voltage drop, �V , which
changes the work function of the metal at the inter-
face. The voltage drop, �V can be measured from the
electrical response (current or capacitance) of the Pd-
MOS/MISFET device. For a field effect transistor, at a
gate threshold voltage, VT, sufficient minority carriers
(electron for p-type Si) are accumulated at the semi-
conductor surface to yield a conducting channel. The
threshold gate voltage, upon exposure to the hydrogen-
containing atmosphere, shifts by �V , compared to the
threshold voltage without any hydrogen induced volt-

age drop at the interface, V O
T , which is then expressed as

VT = V O
T − �V (3)

where �V = �Vmax[α
√

PH2/(1 + α
√

PH2 )] is exper-
imentally observed with α and �Vmax being constants
(Fig. 3B).

Similarly, when the high frequency (1 MHz) small
signal capacitance of a MOS device, determined by
the extent of a depletion layer at the semiconductor
surface, is measured with a bias voltage, it shifts along
the voltage axis by �V as shown in Fig. 3C.

2.3. Surface conductive sensors
This type of sensor utilizes the change in the concentra-
tion of conduction electrons as a result of chemical re-
actions at the surface with adsorbed gas species. These
reactions, chemisorption followed by a catalytic reac-
tion, modify the defect states of the oxide surface layer
to a depth of a few µm or less. Therefore, the operating
temperature should be low enough to allow sufficient
surface adsorption and to slow down the bulk defect
equilibration processes, but high enough for catalysis
reactions and charge transfer between the surface layer
and the bulk interior. The working temperature of this
type of sensor is usually lower than that of the bulk
conduction based gas sensors, typically 200–500◦C, de-
pending on the base oxide and the target application.

In this chapter, we will mainly deal with this type of
sensor from principles to the practical applications.

3. Gas-solid reactions and mechanism
of surface conductive sensors

3.1. Physical and chemical adsorption
Atoms or molecules in the gas phase can be attracted
and retained on the surface in two modes: (a) ph-
ysisorption and (b) chemisorption. In the Lennard-
Jones model, the energy of the system is represented as
a function of adsorbate/adsorbent distance as shown in
Fig. 4. The system can be defined as having zero energy
when the adsorbate “molecule” resides at an infinite dis-
tance from the surface. As the molecule approaches the
surface (curve a), it can polarize and induce an equiv-
alent dipole in the substrate, which leads to a van der
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Figure 4 The energy of the system as a function of adsorbate/adsorbent
distance (Lennard-Jones model for physical and chemical adsorption):
(a) physical adsorption and (b) chemical adsorption.

Waals dipole/dipole interaction with a binding energy
of �HPHY, generally less than 0.2 eV (≈5 kcal/mol).
But a further approach results in an atom-substrate re-
pulsion to increase the energy of the system. Therefore,
the physisorbed molecule is stably located at energy
minimum (rp) at a substantial distance from the sur-
face. Because of the lack of activation energy for this
process, the rate of physisorption becomes independent
of temperature. However, the desorption of molecules
requires an activation energy of �HPHY. Hence the rate
of physisorption can be written as

d�PHY/dt

= kads P(�O − �) − kdes� exp(−�HPHY/RT ) (4)

where �O, �, P and k are density of surface adsorp-
tion sites, density of sites covered by adsorbate, gas
pressure and rate constants, respectively. Because the
second term (desorption) increases with temperature,
physisorption is mainly dominant at low temperature
and negligible at high temperature. At steady state,
Equation 4 yields the Langmuir isotherm:

θ = P/[P + (kdes/kads) exp(−�HPHY/RT )] (5)

If the pressure is very low, it reduces to a sort of Henry’s
law expression

θ ∼= (kads/kdes) exp(�HPHY/RT )P (6)

where the fractional coverage, θ , becomes directly pro-
portional to the gas pressure.

On the other hand, a molecule can dissociate into
“atoms” upon provision of a large dissociation energy
(�ED). As an atom approaches the surface (curve b),
a strong interaction generally involving electron trans-
fer occurs to form a chemical bond with the surface
at a distance of rc. The adsorbate could be involved in
a chemical bonding, or attracted to a Lewis acid site
(unoccupied cation acceptor state) to donate electrons,
or to a Lewis base site (occupied anion donor state) to
capture electrons for an electrostatic bonding. In these
cases, the heat of chemical adsorption (�HCHEM) is
generally larger than 1 eV (≈23 kcal/mole), sometimes
approaching the heat of compound formation. How-
ever, the direct chemisorption of molecules seems less

Figure 5 Typical adsorption isobar: (I) physisorption, (II) irreversible
transition and (III) chemisorption.

likely because the large energy (�ED) is needed for the
dissociation into atoms. In practice, adsorption occurs
through physisorption followed by chemisorption for
which the much smaller energy of �EA is needed. The
rate of chemisorption from the molecular gas phase can
be expressed as

d�CHEM/dt

= kads P(�O − �) exp(−�EA/RT )

− kdes� exp[−(�HCHEM + �EA)/RT ] (7)

At steady state, the equilibrium coverage becomes

� = �/�O = kads/kdes exp(�HCHEM/RT ) (8)

Because both the adsorption and desorption processes
require energies, they occur at an elevated temperature
compared with physisorption.

Experimentally, the activation energy, �EA, in-
creases with increasing coverage at a given tempera-
ture, as can be qualitatively understood from Fig. 5. Be-
cause of the heterogeneity of the surface, the adsorbate
starts filling from the site with lowest energy (highest
�HCHEM) and, hence,�HCHEM decreases with increase
in coverage. According to the Lennard-Jones model, the
curve (b) will shift up as chemisorption proceeds, i.e.,
as �HCHEM decreases, while curve (a) remains unaf-
fected, which gives rise to an increase of �EA with
coverage.

The typical adsorption isobar (the coverage as a
function of temperature for a constant gas pressure)
is sketched as a dotted curve in Fig. 5. At low tem-
perature (region I), adsorption follows an unactivated
physisorption process of curve (a) corresponding to
Equation 6 and at high temperature (region III), equi-
librium chemisorption occurs according to curve (b) in
Equation 8. In the intermediate temperature range, the
transition from physisorption to chemisorption occurs
such that equilibrium physisorption is readily reached,
but chemisorption falls short of the equilibrium
coverage (region II). The decline in chemisorption
may result from the progressive increase of �EA with
coverage. When a clean surface is initially exposed
to the adsorbing gas in this temperature regime, the
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value of �EA is so low that chemisorption proceeds
very rapidly. However as the surface is covered,
�EA increases and the rate of adsorption decreases.
Finally, adsorption occurs at a negligible rate. When
the temperature is raised, thermal energy to overcome
an activation barrier �EA increases to provide more
coverage with temperature. Hence, coverage increases
with temperature in region II where the theoretical
desorption rate (the second term in Equation 7) is
substantially lower than the adsorption rate until the
equilibrium coverage in region III is reached. There-
fore, a simple evacuation (lowering the pressure) or
lowering the temperature does not affect the amount of
coverage. To “remove” the adsorbate, the temperature
has to be raised in region III, where the desorption rate
becomes appreciable. This is why “thermal cleaning”
at high temperature is frequently performed to refresh
the sensor. Thus, adsorption in the intermediate region
is sometimes called “irreversible chemisorption” where
the coverage depends on the history of material prepa-
ration. On the other hand, in region III, the desorption
rate becomes balanced with the adsorption rate to
reach an equilibrium coverage according to curve (b).

Experimentally, chemoresistive ceramics such as
ZnO, TiO2 and SnO2 usually exhibit the so-called sig-
moidal resistance behavior in humid air as shown in
Fig. 6, similar to the behavior in Fig. 5. The low-
temperature resistance minimum generally occurs at
200–250◦C and the high-temperature maximum at
350–400◦C, depending on the kind and the preparation
method of the material. Although a complete under-
standing of these phenomena is lacking, it is closely
related to the gas adsorption process. The surface con-
ductivity is proportional to the total concentration of
adsorbates, among which O− and OH− increase the re-
sistance, but H2O+ donates an electron to decrease the
resistance of the ceramics. Hence the resistance of a
given sensor geometry can be expressed as [24]

R ∝ [O−]s + [OH−]s − [H2O+]s (9)

where [ ]s is the concentration of adsorbates on the
surface.

In the low temperature region I, adsorbed water
molecules which act as donors block the equilibrium

Figure 6 Schematic plots of equilibrium isobars for [O−], [OH−] and
[H2O+] and the resistance of SnO2 as a function of temperature (after
ref. 26).

chemisorption of oxygen, giving lower [O−]s. Then the
electrical resistance is governed by the amount of wa-
ter adsorbed [25–29]. The electrons that are donated
from water and those thermally excited from the va-
lence band are accumulated near the surface to give
an initial drop in resistance as shown in Fig. 6. As the
temperature rises in region II, molecular water desorbs
due to its weak bonding with the surface, permitting an
equilibrium surface oxygen concentration. The disso-
ciative chemisorption of water also occurs to generate
a negatively charged hydroxyl group, resulting in a rise
in the resistance:

H2O + O−
s + e− = 2OH− (10)

The decrease in resistance in region III results from the
combination of both the desorption of OH− and the
NTC (negative temperature coefficient) property of the
material.

3.2. Surface states
The surface state is a localized electronic energy level
at the surface. In ionic crystals such as semiconducting
metal oxides, surface states can be classified into two
kinds depending on the source: (1) intrinsic surface
states resulting solely from the distortion of lattice
periodicity at the surface and (2) extrinsic surface
states originated from the adsorption of gases or
impurities on the surface. Tamm first calculated the
intrinsic localized electronic energy state, the so-called
Tamm state, by considering the asymmetry of the
electronic periodic potential resulting from the sudden
interruption in the periodicity of the crystalline lattice
[30]. Tamm states, which arise particularly for an ionic
crystal, appear whenever a substantial difference exists
in the electron affinity between the surface species
and the bulk species. Surface cations are expected to
provide acceptor-like surface states (electron traps)
near the conduction band while surface anions provide
donor-like surface states (hole traps) near the valence
band. This can be easily understood by the classic
Madelung model for ionic crystal as schematically
shown in Fig. 7 [31].

Figure 7 Madelung model for ionic solid MX [2] χ is the electron affin-
ity and I is the ionization potential (after ref. 31).
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According to the Madelung model, the electron affin-
ity of the electronegative atom X at infinity (R → ∞)
becomes progressively larger when it is moved to its
normal position in the ionic crystal MX due to the pos-
itive electrostatic potential of surrounding M+ ions in
the crystal. Similarly, the metal atom M has a high ion-
ization potential, I (energy to remove the electron from
a metal atom) at R → ∞, which progressively de-
creases at its lattice position surrounded by the negative
X− ions. Within the crystal lattice, the empty energy
level for the electron on an X atom becomes lower than
that for a filled state on an M atom, which causes the
electrons to leave M and form X ions. The unoccupied
energy levels of the M+ ions become the bulk conduc-
tion band and the occupied energy levels of the X− ions
form the bulk valence band. From this simple model,
the electron energy levels at the surface sites differ from
those in the bulk, which produces the intrinsic surface
states. The unoccupied orbital on the cation acts as an
acceptor-like surface state (Lewis acid site) and the oc-
cupied orbital on the anion as a donor-like state (Lewis
base site). Shockley also defined an intrinsic surface
state, the so-called Shockley state, for a covalent mate-
rial where the atoms at the surface form dangling bonds.

Foreign atoms adsorbed on a new surface can cap-
ture electrons from or inject electrons into the bulk to
form a localized electron energy state at the surface
(extrinsic surface state), whose energy levels are those
of the isolated, free species modified by the Madelung
potential of the lattice. For instance, the adsorption of
oxygen on an ionic crystal can occur in the molecular
or atomic form. The electron energy of oxygen adsor-
bate becomes lower than that of the Fermi level (aver-
age electron energy in the crystal) in the ionic crystal,
which causes a transfer of electrons from the bulk to
the adsorbed oxygen by the following process:

O2 + e− = O−
2 (11)

O + e− = O− (12)

These charged particles are bonded to the surface
via electrostatic forces, which is sometimes called
“ionosorption,” a form of chemisorption. Since the oc-
cupancy of the electrons in the surface states also has
to obey the Fermi statistics, the relative concentrations

Figure 8 Adsorbed oxygen species detected on the surface of tin oxide at different temperatures with TPD (temperature programmed desorption),
FTIR (Fourier transformed infrared) and EPR (electron paramagnetic resonance) analysis [after ref. 33].

of O−
2 and O− to O2 and O can be written as

[
O−

2

]
/[O2] = exp[−(

EO−
2

− EF
)
/kT ] (13)

[O−]/[O] = exp[−(EO− − EF)/kT ] (14)

where EO−
2

and EO− are the surface energy levels for
oxygen molecules and atoms, respectively. In addition,
oxygen molecules can dissociate into atoms on the sur-
face of the oxide by the chemical reaction:

O2 = 2O (15)

From Equations 13–15, the relative concentrations of
O−

2 to O− can be expressed as [32]

[
O−

2

]
/[O−]

= [O2]1/2 exp
[ − (

EO−
2

− EO− − 1/2�GO
(15)

)
/kT

]
(16)

where �GO
(15) corresponds to the standard Gibbs en-

ergy change for reaction (15). Because of the large
positive value of �GO

(15), the concentration of O− in-
creases with increasing temperature, but decreases with
increasing oxygen partial pressure. The presence of
these species on SnO2 has been detected by TPD, FTIR
and EPR, where the O−

2 molecule dominates at temper-
atures below 150◦C, and above this temperature atomic
O− species dominate as shown in Fig. 8. On the other
hand, in the case of ZnO [33] and bismuth molybdate
(Bi2Mo3O12) [34], O−

2 exhibits stability up to higher
temperatures of 175◦C and 250◦C, respectively.

In the presence of extrinsic or intrinsic surface states,
electrons flow due to the difference in the energy lev-
els of the surface state and the Fermi level (average
energy of electrons) of the bulk. For instance, the ad-
sorption of oxygen at the surface of d0 and d10 transi-
tion metal oxides such as SnO2 (110), ZnO(101̄0) and
TiO2 (110) leads to a transfer of free electrons from the
conduction band to the adsorbed oxygen (extrinsic sur-
face state). The negligible concentration of band-gap
states at their geometrically ideal surface makes them
useful for conductance sensors [40–43]. The surface
state whose level is lower than the Fermi level in the
bulk will capture electrons from the conduction band
to form a depletion layer beneath the surface for n-type
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Figure 9 Depletive adsorption of X as X− on an n-type semiconductor:
(a) flat band (b) after adsorption, and adsorption of X as X+ on a p type
semiconductor: (c) flat band (d) after adsorption.

semiconductors and from the valence band to form a
cumulative layer for p-type semiconductors. For exam-
ple, the depletion layer is formed at the surface of SnO2
(n-type) by the ionosorption of oxygen in the form of ei-
ther O−

2 (<150◦C) or O−(>150◦C). The accumulation
layer is developed when the adsorbed oxygen captures
electrons from the valence band of nickel oxide (p-type)
to form O−. The former is called “depletive adsorption”
due to the limited source of electrons in the conduction
band and the latter “cumulative adsorption” due to the
abundant electrons existing in the valence band. For
this reason, p-type oxides are found to be better cat-
alysts than n-type oxides. Similarly, when the energy
level of the surface state is higher than the Fermi level,
electrons will be injected from the surface to the sub-
strate, especially to the conduction band for n-type and
to the valence band for p-type oxides to form an ac-
cumulation layer and a depletion layer, respectively. In
Fig. 9, schematic pictures of depletive adsorption of X
are drawn for n-type ( Fig. 9b) and p-type semiconduc-
tors (Fig. 9d).

3.3. Boundary layer theory of adsorption
The theory of the space charge layer in a semiconduc-
tor was developed by Schottky [44, 45] and Mott [46].

Figure 10 Space charge layer formed at the surface of an n-type semiconductor. Es: surface state energy level.

Hauffe [47] extended this idea to the effect of adsorption
on the characteristics of the space charge layer (deple-
tion layer) of a semiconductor adsorbent. A quantitative
derivation of the depletive space charge layer depicted
in Fig. 10, upon transfer of electrons from the oxide
to the surface states caused by the adsorption of gas
species can be easily obtained from the one dimensional
Poisson’s equation for a semiconductor containing N+

D
donor and N−

A acceptor impurities per unit volume, both
of which are completely ionized as +1 for donor and
−1 for acceptor

d2�/dx2 = −ρ(x)/εS (17)

where �, εS and ρ are the potential, the permittivity of
the semiconductor (i.e., the dielectric constant × vac-
uum permittivity) and the net charge density (C/m3)
consisting of electrons (n), holes (p), ionized donor
(N+

D) and ionized acceptor (N−
A) in the material, re-

spectively. According to the depletion approximation
whereby the concentrations of mobile charges in the
depletion region are assumed negligible, the net charge
density within the space charge layer with a thickness
of xO can be written as

ρ = e(N+
D − N−

A) 0 ≤ x ≤ xO (18)

where e is the amount of electron charge (1.602×10−19

coulomb) and the net charge density outside of the
space charge layer (x > xO) becomes zero. Substitut-
ing Equation 18 into Equation 17 and integrating twice,
one obtains

�(x) − �b = −e(N+
D − N−

A)

2εS
(x − x0)2 (19)

for the boundary conditions, � = �b at x = xO (bulk
potential) and d�/dx = 0 at x = xO. The energy differ-
ence of unit negative charge, V (x) ≡ �b−�(x), is used
instead of the potential, �(x) such that eV becomes the
potential energy of an electron at x , compared with that
in the bulk. Then the surface barrier height, VS, defined
as V (0) − V (xO) gives the Schottky relation:

eVS = e2(N+
D − N−

A)x2
O/2εS (20)

The activation energy, eVS in Equation 20 has to be
attained before the electron in the conduction band
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moves to the surface state or atoms adsorbed on the
surface.

Because of the conservation of charge, all the elec-
trons or holes extracted from the space charge region
of thickness xO must be held by the surface states lo-
cated at ES. Hence the occupied surface state density
(number of surface states per unit area), NS becomes

NS = 1

e

xO∫
0

ρ(x)dx = (N+
D − N−

A)xO (21)

Substituting Equation 21 into Equation 20, one can find
a surface barrier height, which is proportional to the
square of the occupied surface state density

eVS = e2 N 2
S

/
2εS Ni (22)

where Ni corresponds to the net impurity concentration
in the bulk (= N+

D − N−
A). For an n-type semiconduc-

tor for which N+
D � N−

A, the surface barrier height for
electrons, eVS is equal to e2 N 2

S/εSN+
D. This is coinci-

dent with the experimental observations of increase in
the activation energy for adsorption with coverage. The
activation barrier height for further transport from the
conduction band to the surface state, eVS increases with
increasing coverage (Ns) as noticed from Equation 22.

Weisz [48] first pointed out the maximum possible
number of molecules ionosorbable by an electron trans-
fer process, when a depletion layer is present, in terms
of the fractional coverage. According to Equation 22,
the number of adsorbate per unit area (m2) of an n-type
semiconductor surface becomes

NS = (2εSN+
D VS/e)1/2 ≈ 1.1 × 104(εN+

D VS)1/2 (23)

Where, ε is the dielectric constant of the oxide. Then
the surface coverage becomes, for a total number of
surface sites of the order of 1019/m2,

θ ≈ 1.1 × 10−15(εN+
D VS)1/2 (24a)

or

θ ≈ 0.3(εBVS)1/2 (24b)

where B is the concentration of donors (N+
D/1029) in

the oxide.
However, for a reasonable value of the dielectric con-

stant of 10 and a fairly high surface barrier height
of 1V, even the absurdly high assumption of B =
1(100% doping) does not allow complete surface cov-
erage by chemisorption from Equation 24b. For a rea-
sonable value of B = 10−4 (impurity concentration of
≈1025/m3), one obtains a value of θ ≈ 0.9% only. As
a result, more than 10−2–10−3 monolayers of equilib-
rium ionosorption are practically not feasible no matter
how much impurity is present in the oxide, because of
the square root dependence of “impurity” concentra-
tion on NS. A small amount of surface charge (about
(1016–1017)e/m2) is enough to raise the surface poten-
tial to block further electron transfer from the conduc-

tion band to the adsorbate. This is called the “Weisz
limitation” for the ionosorption when a depletion layer
is present.

In addition, the electron-occupancy of surface state
at energy level ES must obey the Fermi-Dirac statistics
written as

f = 1/[1 + exp(ES − EF)/kT ] (25)

where f is the fractional occupancy of any nondegen-
erate level at an energyES and EF corresponds to the
Fermi energy of the substrate. As ES approaches or
crosses EF by the amount of kT , there is a very abrupt
change in the required fractional occupancy from 0 to
1 or vice versa. Hence, for an equilibrium concentra-
tion of occupied surface states, the Fermi energy of the
oxide becomes virtually “pinned” at or near the energy
of the surface state. The Fermi energy can be written
from Equation 25 as

EF = ES + kT ln
f

1 − f
(26)

where f/(1 − f ) is the ratio of the number of occupied
states to the unoccupied states. With a maximum num-
ber of ionosorbable surface states of 1017/m2 accord-
ing to Weisz limitation, the Fermi energy of the oxide
is pinned at (ES − 0.2) eV at 500 K for a maximum
possible number of total surface sites of ≈1019/m2.
Therefore, surface state additives such as Pd and Ag are
often used in a semiconductor or insulator to control the
surface barrier height by pinning the Fermi energy at a
certain level at the surface.

3.4. Electron theory of adsorption
Wolkenstein [49–55] extended the concept of boundary
layer theory to adsorption in which occupation, as well
as non-occupation of a surface state, occurs simultane-
ously. He distinguished two forms of chemisorption:

1. “Weak” chemisorption, in which the adsorbed par-
ticle C with its adsorption center remains electrically
neutral, denoted as CL where L represents lattice.

2. “Strong chemisorption,” in which the adsorbed
particle captures a free electron or a free hole from
the lattice such that the free electron or free hole par-
ticipates directly in the bond. If free electron capture is
involved, it is called a strong n-bond or acceptor bond
denoted as “CeL.” If free hole capture is involved, it is
called a strong p-bond or donor bond denoted as “CpL.”

By their nature, each of the strong bonds may be
purely ionic, purely covalent or a mixed bond. Follow-
ing Wolkenstein, the various forms of chemisorption of
particle C on an ionic crystal composed of the singly
charged ions, M+ and R−, are depicted in Fig. 11 where
(a) and (d) correspond to “weak” bonding. An exam-
ple of case (a) is a Na atom on Na+ in a NaCl crystal.
This is essentially a one-electron bond, using the va-
lence electron of the Na atom and none from Na+, like
molecular ions H+

2 and Na+
2 . In this case, the adsorbed
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Figure 11 Types of chemisorption: (a) and (d) weak bond, (b) and
(c) strong acceptor bond, (e) and (f) strong donor bond.

Na atom together with Na+ acquires a quantum me-
chanical dipole moment that may be several orders of
magnitude greater than that induced in the physical ad-
sorption. Case (d) is a similar weak bonding formed on
an R− ion center, for example, Cl atom on a Cl− ion in
a NaCl crystal.

“Strong” bonding is depicted in Fig. 11b, c, e and f.
Two limiting cases exist: purely covalent (homopolar)
and purely ionic (bipolar). The purely covalent bond-
ing is shown in Fig. 11b and e, where C captures a free
electron from the lattice to form a strong acceptor bond-
ing by neutralizing M+ in (b) and where C donates an
electron to the lattice to form a strong donor bonding
in (e). The adsorption of a Na atom on Na in a NaCl
crystal can be an example of (b) and the adsorption of
a Cl atom on a Cl is that of (e). They are comparable to
the bond in Na2 and Cl2 molecules, respectively. Since
an atom M or R, to which the particle C is attached,
is rather weakly bound to the lattice compared with
M+ or R− ions, the molecule CM or CR is expected to
easily evaporate. The purely ionic bonding is shown in
Fig. 11c and f, where C captures a free electron to form
a strong acceptor bonding in (c) and where C donates
an electron to form a strong donor bonding in (f). The
former is the case of adsorption of Cl− on a Na+ center,
and the latter the adsorption of Na+ on Cl− in a NaCl
crystal. Both result in ionic bonding.

The various forms of strong and weak bonding are
considered to be interconvertible because of thermal en-
ergy. The electron transition can be described in terms

Figure 12 Band diagram scheme for electron transition of various types of chemisorption. A: acceptor level D: donor level.

Figure 13 The energy of the system, E , as a function of the distance, r ,
between particle C and the substrate surface (adsorption curve).

of the energy band scheme of a semiconductor shown
in Fig. 12. A particle possessing affinity for a free elec-
tron is depicted by an acceptor level, A, and a particle
possessing affinity for a hole by a donor level, D. The
positions of levels A and D in the forbidden band gap
depend on the nature of the lattice and the adsorbed par-
ticle, C. The electron transition reactions can be written
down with the energy released or gained as follows:

Reaction represents the recombination of a free
electron with a free hole. Reactions and correspond
to the transition from “weak” to “strong” bonding ac-
companied by the disappearance of a free electron or
hole from the lattice. They strengthen their bond via re-
duction of energy. On the other hand, reactions and

correspond to the transition from “strong” to “weak”
bonding by injecting an electron and a hole to the lat-
tice. This process induces an excitation of the system.

The electron transition depicted in Fig. 12 can be
incorporated into an adsorption energy diagram where
the energy of the system, E , is plotted as a function
of the distance, r , between particle C and the substrate
surface as shown in Fig. 13. The curve l represents
adsorption on a crystal that does not contain free elec-
trons and holes whereas curve l ′ describes adsorption
on an excited crystal containing a free electron and a
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free hole. Curves p and n correspond to the adsorption
for strong donor and strong acceptor chemisorption, re-
spectively. The minima of curves l, n, p and l ′ are the
states C L , CeL + pL , CpL + eL , and C L + eL + pL ,
respectively. An inversion of the curves in Fig. 13 would
correspond to the desorption process. The desorption
processes for the states l, n, p and l ′ can be written as
follows:

l) C L → C + L �E = qO (27)

n) CeL + pL → C + eL + pL �E = q− (28)

p) CpL + eL → C + eL + pL �E = q+ (29)

l ′) C L + eL + pL → C + eL + pL

�E = qO (30)

where, the following relations hold.

q+ = qO + w+ (31)

q− = qO + v− (32)

In the boundary layer theory, the removal of an elec-
tron from an acceptor level, A, or the injection of an
electron to a donor level, D, is considered as a desorp-
tion of the adsorbate. However, in this treatment, this
action does not represent the desorption of particles,
but merely their transition from a state of “strong” to
“weak” bonding with the surface. Hence, chemisorbed
particles (especially electrically neutral adsorbates) can
be described in terms of an energy level.

Consider a total number NS of particles of a
given kind chemisorbed on a unit surface, of which
NO particles are in a state of weak bonding (neutral
form), N− in a state of strong acceptor bonding and
N+ in a state of strong donor bonding. The equilibrium
fractions of the different forms of chemisorption are
expressed as

ηO = NO/NS, η− = N−/NS, η+ = N+/NS
(33)

so that

ηO + η+ + η− = 1 (34)

At equilibrium on the surface, the probability of occu-
pancy of an electron at acceptor level A or donor level

Figure 14 (a) Band diagram; (b) the dependence of the concentrations of various adsorbates on the Fermi level and (c) the amount of surface charge
with the Fermi level. F: Fermi level; C: center of band gap.

D is given by the Fermi statistics

f = 1/[1 + exp{(E − EF)/kT }] (35)

The probability that an acceptor level is occupied is the
ratio of the number of occupied acceptor levels (N−)
to the total number of acceptor levels, occupied and
unoccupied. The total number of acceptor levels is the
total number of levels NS less the occupied donor levels
(N+), that is, NO + N−. Therefore one obtains

N−/(NO + N−) = 1/[1 + exp{(ε−
S − v−)/kT }]

(36)

N+/(NO + N+) = 1/[1 + exp{(ε+
S − w+)/kT }]

(37)

where ε−
S and ε+

S are the differences between the
Fermi level and the conduction band and valence band,
respectively.

From Equations 33–37, the equilibrium fractions of
the different forms of chemisorption can be obtained as

ηO = 1/[1 + 2 exp(−�u/kT ) cosh{(ε+
S − u+)/kT }]

(38)

η− = [exp{−(�u/kT ) + (ε+
S − u+)/kT }]/

[1 + 2 exp(−�u/kT ) cosh{(ε+
S − u+)/kT }]

(39)

η+ = [exp{−(�u/kT ) − (ε+
S − u+)/kT }]/

[1 + 2 exp(−�u/kT ) cosh{(ε+
S − u+)/kT }]

(40)

The dependence of ηO, η+ and η− on ε+
S is schemat-

ically shown in Fig. 14. As the Fermi level moves
upward to become an n-type semiconductor, η− in-
creases monotonically, while η+ decreases as depicted
in Fig. 14b. On the other hand, ηO (the fraction of ad-
sorbate with neutral weak bonding) passes through a
maximum at ε+

S = u+. As a result, when the Fermi
level lies close to the top of the valence band, η+ � η−
holds such that practically all the chemisorbed particles
become donors. Similarly if the Fermi level lies close
to the conduction band, then η− � η+ holds such that
all the adsorbates act as acceptors. In addition, the total
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Figure 15 Schematics of a series of alcohol dissociation reactions (a) dehydrogenation and (b) dehydration reaction.

amount of surface charge varies with the location of
Fermi level as shown in Fig. 14c, where as the sub-
strate changes from n-type to p-type, the net charge of
the adsorbate changes from negative to positive.

For the equilibrium between the surface and the gas
phase, the adsorption isotherm has the form

a P = NOe−qO/kT + N−e−q−/kT + N+e−q+/kT (41)

which, using Equations 38–40, can be simplified as

a P = (
1 + e−ε−

S /kT + e−ε
+/

S /kT )
ηO Ne−qO/kT (42)

3.5. Dissociation of ethyl alcohol
It is well known that ethyl alcohol dissociates along two
paths depending on which bond is broken in the stage
of dissociative adsorption [56]: the O H bond or the
C OH bond. The former corresponds to

C2H5OH → CH3CHO + H2 (dehydrogenation) (43)

and the latter

C2H5OH → C2H4 + H2O (dehydration) (44)

Both reactions occur in three stages as schematically
shown in Fig. 15: (i) adsorption of an alcohol molecule,
(ii) surface reaction and (iii) desorption of the reaction
products. For example, the dehydrogenation reaction
(43) follows the procedure shown in Fig. 15a to produce
acetaldehyde (C2H4O).

C2H5OH(g) ↔ C2H5OeL(ads) + HpL(ads)

(adsorption) (45)

C2H5OeL(ads) + HL(ads) → C2H4OeL(ads) + H2(g)

(surface reaction) (46)

C2H4OeL(ads) → C2H4O(g) + eL (desorption) (47)

Denoting A = C2H4O and R = C2H5O, the rates of
production of radicals, R and A are

dNR/dt = αP − (β1 NR • NH+) − γ1(NR • NHO ) (48)

dNA/dt = γ1(NR • NHO ) − δ1 NA (49)

According to quasi-steady state assumption, Equa-
tions 48 and 49 become zero to give

αP = β1(NR • NH+) + γ1(NR • NHO ) (50)

and

γ1(NR • NHO ) = δ1 NA (51)

where P , NR, NH and NA are the vapor pressure of
the alcohol and the surface concentrations of the cor-
responding molecules, respectively. Equation 51 leads
to the rate of production of acetaldehyde, gA which,
depending on the relative amount of HpL(ads) (H+) and
HL(ads) (HO), can be

gA = αP − β1 NR • NH+ ∼= α
γ1

β1

θHO

θH+
P (52)

ifβ1(NR•NH+) � γ1(NR•NHO ), i.e., θHO/θH+ � β1/γ1
or

gA = αP (53)

if β1(NR • NH+) � γ1(NR • NHO ), i.e., θHO/θH+ �
β1/γ1.

Similarly, the dehydration reaction occurs by the fol-
lowing process according to Fig. 15b

C2H5OH + L ↔ C2H5pL + OHeL (adsorption) (54)

C2H5pL + OHL → C2H4pL + H2O

(surface reaction) (55)

C2H4pL → C2H4 + pL (desorption) (56)

4621



CHEMICAL AND BIO-CERAMICS

to give the production rate of adsorbate radicals

dNQ/dt = αP − β2 NQ+ • NOH− − γ2 NQ+ • NOHO

(57)

dNE/dt = γ2 NQ+ • NOHO − δ2 NEO (58)

where E = C2H4 and Q+ = C2H5pL. At steady state,
Equations 57 and 58 become zero to give

αP = β2 NQ+ • NOH− + γ2 NQ+ • NOHO

(59)

γ2 NQ+ • NOHO = δ2 NEO = gE (60)

Hence, the reaction rate for ethylene, gE becomes

gE = α
γ2

β2

θOHO

θOH−
P (61)

When β2 NQ+ • NOH− � γ2 NQ+ • NOHO , i.e., θOHO/

θOH− � β2/γ2 or

gE = αP (62)

When β2 NQ+ • NOH− � γ2 NQ+ • NOHO , i.e., θOHO/

θOH− � β2/γ2.
As a result, the dehydrogenation rates, gA in Equa-

tion 52 and the dehydration rates, gE in Equation 61
depend on the position of the Fermi level of the sub-
strate because of the relations:

θHO/θH+ = exp

(
ε+

S − wH+

kT

)
,

θOHO/θOH− = exp

(
ε−

S − νOH−

kT

)
(63)

as given by Equations 38–40 before they are saturated
to αP . The lowering of the Fermi level retards dehy-
drogenation and accelerates the dehydration reaction as
depicted in Fig. 16. The selectivity of the catalyst can
be achieved by doping donor impurities for the dehy-
drogenation reaction and by doping acceptor impurities
for the dehydration reaction [57]. The reaction that is
accelerated by the electron is called an n-type reaction,
and on the contrary, the reaction that is favored for low-
ering the Fermi level is called a p-type reaction.

Figure 16 The rates of dehydrogenation reaction (gA) and dehydration
reaction (gE) as a function of the Fermi energy level.

3.6. Sensing mechanism
Chemoresistive oxide sensors often change their resis-
tances more than a factor 100 upon exposure to a trace
of reducing gases such as H2, CH4, ethanol, CO and
propane. Oxygen adsorbed on the surface of the sen-
sor extracts an electron from the bulk to ionize into O−
or O−

2 (O− is believed to be dominant at the operating
temperature of 300–450◦C), which increases the resis-
tance. Upon exposure to a reducing gas such as CO, the
CO reacts with the adsorbed O−, releasing the trapped
electron to the conduction band and subsequently low-
ering the resistance. The amount of resistance change is
proportional to the concentration of the reducing gas in
the ambient, which is believed to be the dominant sens-
ing mechanism of the surface conductive gas sensor.
However, as Weisz pointed out [48], the concentration
of charged oxygen molecules or atoms are limited to
<1% of the total number of surface states. It is impos-
sible that a change in <1% of surface coverage causes a
factor 100 change in the total resistance. Therefore, the
surface barrier at the intergranular contact must play
an important role in achieving high sensitivity of the
sensor.

The intergranular contact consisting of the space
charge layer depleted of electrons is usually more re-
sistive than the bulk. The total conductance of a porous
medium is then determined by the percolation path
through the structural inhomogeneities with the low re-
sistance of bulk grain in series with the high resistance
of intergranular contacts. Electrons must overcome the
intergranular contact barrier in order to cross from one
grain to another for conduction. In this case, the sensor
resistance can be written as

G = G0 exp(−eVS/kT ) (64)

The barrier height is proportional to the square of the
coverage as shown in Equation 22 and subsequently
the conductivity has an exponential dependence to the
square of the coverage.

In general, the intergranular contacts can be classi-
fied into three cases, which give different dependences
for conductance on the partial pressures of oxygen and
combustible gases [58–60]:

1. Bulk-trap-limited conduction process (Open
Neck)

2. Surface-trap-limited conduction process (Closed
Neck)

3. Schottky barrier-limited conduction process
(Schottky Contact)

These processes can be distinguished by comparing the
width of the neck at the intergranular contact versus the
Debye length of electron, LD

LD =
√

εSkT/(e2nb) (65)

where εs, e and nb are the permittivity of the oxide,
the elementary electron charge and the bulk electron
density, respectively. If the neck width �LD, the con-
ductivity depends on the width of the undepleted layer
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Figure 17 Conduction process in a well-sintered ceramic and thin film
gas sensor.

and the rate of activation of electrons from the Fermi
level in the bulk to the conduction band edge (bulk-
trap-limited conduction) expressed as

G ∝ w exp[−(Ec − EF)b/kT ] (66)

where w, Ec and EF correspond to the undepleted layer
width, the conduction band edge and the Fermi level
of the bulk oxide. In this case, sensitivity to the gas
concentration can only be achieved by the modulation
of the effective width of the surface space charge layer,
w in Equation 66. This behavior can be found in a well-
sintered ceramic pellet with “open necks” or in compact
and thin film structure with thickness much larger than
LD, as shown in Fig. 17.

On the other hand, when the conduction width is
smaller than 2LD, the space charge layers from the
opposite surfaces overlap to form a higher-resistance
ohmic path through the depleted zone as shown in
Fig. 18. This is often found in a less sintered ceramic
with “closed necks” and in thin films and pressed ce-
ramics with nano-crystallites. In this case, flat-band
conditions are fulfilled to a good approximation and
the conductance is determined by the activation of elec-
trons from the surface states to the conduction band
edge at the surface (surface-trap-limited conduction)

Figure 18 Schematic band structure for a less sintered ceramic, nano-
crystallite and very thin film gas sensor with and without inflammable
gas.

Figure 19 Compressed powder model illustrating CO sensing mecha-
nism in an n-type oxide.

expressed as

G ∝ exp[−(Ec − Es)S/kT ] (67)

where (Ec − Es)S corresponds to the difference be-
tween the conduction band edge at the surface and the
surface state energy level. The sensitivity is achieved
by the modulation of the surface conduction band en-
ergy, resulting from the direct change in the occupancy
of surface states [61].

When ceramic particles with diameter larger than
2LD are “pressed” together as shown in Fig. 19,
Schottky barrier-limited conduction with the surface
barrier height, as appears in Equation 22 is expected.
The conductance is limited by the electron transport
across the barrier at the intergranular contact, which
can be written as [62, 63]

G ∝ exp[−eVS/kT ] (68)

Here, eVS is the surface barrier height, which is di-
rectly proportional to the square of the occupancy of
the surface states as in Equation 22. Hence resistance-
response of the sample becomes a sensitive function of
the concentration of the inflammable gas in the ambient
as mentioned earlier.

A good example of the resistance behavior arising
from the Schottky contact can be found in work of
Shierbaum et al. [64]. They reported changes in the
work function, �� and ��O for a SnO2 gas sensor,
when the gas composition in the surroundings is var-
ied from the ambient condition to a CO concentration
of interest, and to the standard composition, respec-
tively. They presented the relationship, ��/��O =
log(PCO/PO

CO)n between the work function change and
the CO concentration in the humid air, i.e.,� ∝ log Pn

CO
for constant values of ��O and PO

CO as shown in
Fig. 20a. Since the work function, � (the difference
between the Fermi level and the vacuum level) can be
written as

� = −eVS + χ + ξ (69)

where eVS, χ and ξ are the surface band bending en-
ergy, electron affinity at flat band condition and the
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Figure 20 (a) Relative work function change and (b) relative conductance change with CO concentration, compared with standard composition of
gas (30 ppm CO and 13,860 ppm H2O) [after ref. 64].

difference between the Fermi level and the bottom of
the conduction band, respectively, a linear relationship
between log(G/GO) and��/��O is expected from
Equation 64 which is confirmed from Fig. 20. Hence,
the conductance is determined by the variation in the
barrier height at the intergranular contact. An increase
in CO concentration gives rise to a decrease in eVS and
subsequently increases the conductance and vice versa.

However, a sintered ceramic is likely to incorpo-
rate more than one type of intergranular contact. Each
crystallite is connected to several neighbors by either
neck-type or barrier-type contacts. Since the barrier-
type contacts usually show much larger resistance than
the neck-type contacts, it is more favorable for elec-
trons to pass through the necks rather than through the
barrier contacts. According to percolation theory, if the
neck concentration becomes higher than the percolation
threshold (e.g.,1/(z−1) for Bethe lattice; z is the coordi-
nation number), a low resistance percolation path exists
where all the contacts consist of a series of necks. Be-
low the threshold, isolated islands of neck-contacts in a
matrix of barrier-type contacts exist. In other words, the
diameter of an island consisting of neck-contacts is less
than the dimension of the sensor such that a conduct-
ing channel made of a series of neck-contacts cannot
be found. In this case, electrons can either encounter
only barrier type contacts or, more likely, a percolation
through the mixture of barriers and necks, depending
on the size and shape of the neck-islands.

Practical sensor elements are usually sintered at an
elevated temperature to obtain sufficient mechanical

T ABL E I I Empirical formulae describing the dependence of the conductance of a SnO2-based gas sensor on specific gas species

Formula Gas species Comments References

G = Apβ

R Combustible gas 0.5 < β < 1 [65–67]
G = Bp−β

O2
O2 0.25 < β < 0.55 [68]

G = GO P−β

O2
(1 + KH2O PH2O + KCO PH2O PCO)β H2O,CO β ≈ 0.42 [68]

G = GO + AO Pβ

R Reducing gas β ≈ 0.5 [69]

strength, but as sintering proceeds, the nature of the
contacts changes from barrier type to necks in a short
period of time. Therefore, the response characteristics
of a real sensor are critically dependent on the fabri-
cation method and thermal treatment of the ceramic.
Various empirical laws have been proposed to explain
the response of the SnO2-based gas sensor as listed in
Table II.

4. Fabrication and design considerations
of gas sensors

4.1. Sensor structures and materials
Metal oxide sensors can be made as pellets, thick films
or thin films, and composed of large-grained or nano-
crystalline materials, utilizing various technologies:
(1) a conventional sintering process for bulk-pellet type
(2) a screen printing technique for thick film type and
(3) a vacuum deposition process for thin film type.
Some of these materials are promising because their
fabrication can be done reproducibly, others because of
their low cost, and some due to their faster response to
gases. Table III lists a number of different sensor prepa-
ration methods that have been investigated for CO gas
sensing [70].

4.1.1. Bulk type
Many commercially available devices produced by
a conventional ceramic sintering process have either
rectangular substrates (TGS 109) or cylindrical tubular
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T ABL E I I I CO sensors made of thick/thin films and/or nano-crystalline materials [70]

Temp range Detect. limit
Material Film type Film thickness Grain size (◦C) Opt. temp CO sens.a Other gases (ppm) Resp. time

SnO2 Thin 400–500 nm 60–100 nm 175–375 275 0.68 (150) – 25 2 min
SnO2 Thin N.A. 11–30 nm 50–500 >400 0.10 (300) EtOH 300 N.A.
SnO2 Thick 10–20 um 100 nm 200–450 400 0.87 (1000) CH4 1000 N.A.
SnO2 Thin 150 nm 5–7 nm 200–350 300 0.7 (50) CH4 50 N.A.
SnO2 Thin 100 nm 10.6 nm 150–300 270 0.24 (150) – 40 50 s
TiO2 Thick 62 um 500 nm 600 600 1.2 (250) – 250 N.A.
TiO2 Thin 85 nm 10 nm 150–300 200 0.0333 CO, CH4 100 N.A
TiO2 Thin N.A. 34 nm 50–210 190 10 (100) NO2 100 1–3 min
TiO2 Thick 10 microns 28 nm 400–500 450 0.45 (100) NO2 100 N.A.

aData are reported as RG/RB where RG is the resistance with CO and RB is the resistance in the background gas. Numbers in parenthesis are the gas
concentrations in ppm of the reported sensitivity.

substrates (TGS813), as shown in Fig. 21. They are
integrated with a direct or an indirect heating coil
(Ir-Pd or Cr alloy wire), which ensures operating tem-
peratures of 300–450◦C. In spite of their complicated
structures and large power consumption (>500 mW),
these ceramic sensors have good long-term stability
and, hence, are widely used for toxic and inflammable
gas leak detectors.

4.1.2. Thick film type
The size of the sensor can shrink down to about 1 ×
1 mm and subsequently can achieve low power con-
sumption of less than 200 mW in thick film sen-
sors made by the screen-printing method as shown in
Fig. 22. The screen-printing paste is prepared by mix-
ing chemically sensitive powder, for instance SnO2 with
organic deflocculant additives such as propadyol or ter-
pineol, and inorganic binders such as ethyl silicate and
noble metal catalyst. They are printed onto an Au- or Pt
electrode-printed alumina substrate with heater on the
backside.

Figure 21 Bulk type gas sensors with: (a) direct heating (b) indirect heating (after ref. 69).

Figure 22 Thick film gas sensors (1 × 2 mm) [taken from CAOS Inc.].

4.1.3. Thin film type
These sensors are presently not so widely used as the
thick film and the bulk structures. However, because
of their device integration capability and possibility of
higher unit-to-unit consistency of performance, these
sensors are expected to gain interest in the future. Low-
power devices below 150 mW can be made in the thin
film structure on a conventional silicon wafer, alumina
substrate, or even sapphire substrate utilizing deposi-
tion methods such as evaporation [72, 73], sputtering
[74], and spin-coating of sol-gel material [75].

4.1.4. Grain size control
Fine and homogeneous nano-ceramic powders can be
prepared by the wet precipitation method. For instance,
SnO2 with diameter <10 nm can be prepared by the
hydrolysis of SnCl4 with ammonia solution, followed
by washing, drying and calcination to remove the Cl
residue from the particles. Yamazoe et al. [76, 77] stud-
ied the effects of grain size, when it becomes com-
parable to the Debye length of electrons, LD, on the
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Figure 23 Sensitivity of doped and undoped SnO2 sensor to 8000 ppm
H2 gas versus particle size [after ref. 70].

sensitivity of the sensors. They controlled and stabilized
nano-crystallites in the range of 5–30 nm by dispersing
appropriate grain growth inhibitors such as CaO, NiO
and ZnO with SnO2. The sensitivity increased (Fig. 23)
as the grain size decreased, with an especially drastic
increase when the diameter of the crystallite was ∼2LD
(≈6 nm), where total depletion of grains occurs.

Similarly, for a given crystallite size, the sensitiv-
ity can be also controlled by varying the concentra-
tion of doping impurities (Fig. 23) in the sensing ele-
ment, thereby the Debye length of electrons according
to Equation 65. If trivalent ions such as Al+3 are doped
into the SnO2 lattice to decrease the concentration of
electron, nb, the Debye length would increase, while
the doping of pentavalent ions such as Sb+5 would de-
crease the Debye length.

4.1.5. Supported catalyst
To promote the sensitivity, the response time and some-
times the selectivity toward certain gases, a small
amount of noble metal and ceramic catalysts are added
to the sensor material in the form of fine dispersions
with diameters of few nanometers. As the noble metal
catalyst, one uses Pd, Ag, Rh, Ir and Pt, and as ceramic
catalysts: V2O5, Re2O7, CuO and NiO. These catalysts
are effective because of their large active surface area
per gram of material as well as high concentrations of
surface defects.

A good dispersion of the catalyst on the semiconduct-
ing support is essential to the performance of surface
conductive type gas sensors. The noble metal catalysts,
for example, can be incorporated into a SnO2 support
by:

(1) impregnating the starting SnO2 powder with noble
metal chloride such as PtCl4 and PdCl2 solution, fol-
lowed by drying and calcination (impregnation method)
[78];

(2) mixing SnO2 powder with colloidal form of noble
metal (≈3 nm diameter) (colloid method) [79]; and

(3) chemically bonding noble metal complexes such
as PdCl2−

4 with surface hydroxyls of SnO2 in solution
(fixation method) [80].

The Pd-loaded SnO2 sensor, for example, shows far
larger sensitivity than an unloaded sensor at an operat-
ing temperature <250◦C. Higher sensitivity is achieved

in the order: fixation > colloid > impregnation method
[76]. Catalysts play two important roles:

(1) increase the surface concentration of adsorbed O−
or O−

2 (chemical effect)
(2) pin the Fermi energy of the support at the surface

state (electronic effect)

The former can be achieved through the “spill-over”
mechanism by which oxygen molecules are dissoci-
ated on the catalyst into atoms which are then spilled
over onto the support. This is an especially dominant
mechanism for the Pt catalyst [81, 82]. The spillover
oxygen migrates to the intergranular contact to affect
the resistance of the sensor according to Equation 64.

With respect to the electronic effect, from Equa-
tion 26, Fermi energy pinning occurs when surface
states associated with the catalyst are present in con-
centrations exceeding 1012 cm−3. A fine dispersion of
the catalyst pins the Fermi energy of the semiconduc-
tor support at the Fermi energy of the catalyst, which
varies with the adsorption of gas species according to
[83, 84]

�� = −µNsθ/ε0 (70)

where µ, NS, θ and ε0 are the dipole moment of the ad-
sorbed species, the total density of adsorption sites, the
fractional coverage, and the dielectric permittivity of
free space. Therefore varying the work function of the
catalyst with adsorption can change the amount of band
bending at the intergranular contacts, and accordingly,
the resistance change of the ceramic can be written as

�G = GO exp
[ − �

(
ES

C − EF
)
/kT

]
(71)

where, ES
C and EF are the surface conduction band en-

ergy of the semiconductor and the Fermi level of the
catalyst, respectively. As the concentration of adsorbed
oxygen on the surface of catalyst increases, the Fermi
level of the catalyst and of the supporting semicon-
ductor in contact with the catalyst are correspondingly
lowered. This gives rise to a high surface barrier at the
intergranular contacts in the same way that a high bar-
rier is obtained with a high concentration of adsorbed
oxygen on the semiconductor. In other words, oxygen
adsorption on the catalyst removes electrons from the
catalyst, which in turn draws electrons from the sup-
porting semiconductor to produce an electron-depleted
layer underneath. Because the width of the space charge
layer at catalyst/oxide contacts is about 100 nm for
typical bulk concentrations of oxygen vacancies of the
order of 1016cm−3 in SnO2, the catalyst must be dis-
persed such that the average distance between catalysts
becomes less than about 50 nm for the complete cov-
erage of the space charge layer at the surface.

Ag and Pd are the typical catalysts of this type, which
form stable oxides of Ag2O and PdO at low temper-
atures in oxidizing atmospheres while they are eas-
ily reduced to metals in the presence of inflammable
gases [85]. From XPS measurements, Yamazoe [86]
and Gonzalez-Elipe [87, 88] observed a work function
shift in the Ag-loaded SnO2 and TiO2 when they were
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Figure 24 Evaluation of the Fermi level from the Arrhenius plot of a
MoO3 supported on TiO2 during the reduction process.

exposed to hydrogen gas. The change in Fermi energy
of the catalyst (or of the oxide) relative to the surface
conduction band edge of the oxide (ES

C) can be deter-
mined from the measurement of conductance as a func-
tion of temperature. The slope of an Arrhenius plot ac-
cording to Equation 71 corresponds to −(ES

C − EF)/k,
determining the barrier height for conduction. Morrison
[89] evaluated the Fermi energy change of MoO3 cata-
lyst on TiO2 support from the temperature dependence
of conductance as shown in Fig. 24. The catalyst was
exposed to pulses of the reducing gas (propylene) by
which MoO3 was reduced, which raised its Fermi en-
ergy from 0.83 eV to 0.34 eV.

However, PdO is readily formed at a comparatively
low temperature of ≈470 K and diffuses into the SnO2
subsurface at 670 K to act as an acceptor, which de-
stroys the Schottky contact and shows ohmic behavior
[90]. The same is observed for Pt/TiO2 contacts where
Schottky behavior is observed at low temperatures,
but changes into ohmic contacts upon treatment at
high temperature and high oxygen pressure due to the
formation of donor defects by the in-diffusion of Pt2+
and Pt4+.

4.2. Sensitive and selective design
The fact that a single oxide such as SnO2 can be used
as a base material for the detection of a variety of gases
seems to suggest an unlimited potential for oxide based
gas sensors. There are, however, at least three issues in
the design and response of gas sensors referred to as
“3S” that stands for sensitivity, selectivity (or cross-
sensitivity) and stability (or aging). Sometimes speed
(response time) is included to call it “4S.”

4.2.1. Sensitivity
The sensitivity defined as the ratio of the resistance
of the sensing element in air to that in the target

gas, Ra/Rg, arises from the consumption of negatively
charged oxygen adsorbates at or near the inter-grain
contacts by the combustible gas. In other words, the
sensitivity of a semiconductor gas sensor is a function
of the steady state surface coverage of oxygen adsorbate
relative to that in air. The lower the surface coverage,
relative to that in air, the higher the sensitivity. A sensor
with a porous structure shows maximum sensitivity at
a certain temperature depending on the gas species to
be detected because of these factors:

(1) temperature-dependent equilibrium coverage of
oxygen adsorbate in air (adsorption rate of oxygen),

(2) temperature-dependent equilibrium and time con-
stant of the catalytic reaction between the oxygen ad-
sorbate and the target gas (catalytic activity of sensing
element) and

(3) permeability of oxygen and the target gas through
the porous medium (diffusivity of gases).

At low temperatures, where the equilibrium coverage
of the oxygen adsorbate in air [(1)] is high, the catalytic
reaction rate of the gas species to be detected with the
surface oxygen [(2)] is so low that the sensitivity is neg-
ligible. On the other hand, at high temperatures, where
the rate of removal of oxygen adsorbate becomes high
due to the vigorous catalytic reaction [(2)], the equilib-
rium coverage of oxygen in air [(1)] is so low that the
sensitivity remains low. At intermediate temperatures,
a maximum sensitivity appears as shown in Fig. 25a

Figure 25 (a) Sensitivity maxima appearing at different temperatures in
various SnO2-based sensing elements for inflammable gas species such
as H2, CO, C2 H8 and CH4. (b) Variation of TM with T50 (after ref. 91).
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Figure 26 Concentration profile of gas species across the thickness for
a thick porous film. Electrodes can be placed on top, at the bottom or
on the side of the sensing layer. S: side electrode B: bottom electrode
U: upper electrode.

for various reducing gases. Furthermore, since the oxy-
gen consumption related to the conversion of the tar-
get gas proceeds at lower temperatures with increas-
ing catalytic activity, the temperature where maximum
sensitivity occurs (TM) is expected to be inversely pro-
portional to the catalytic activity, i.e., the higher the
catalytic activity, the lower the sensitivity maximum
temperature (TM). The degree of catalytic activity can
be evaluated by the temperature (T50) at which the con-
version of the target gas into oxidized species attains
50% in passing through a catalytic membrane. The
smaller the T50, the higher the catalytic activity. Accord-
ingly, TM shows a linear dependence on T50 measured
from various catalytic activities of sensing materials as
shown in Fig. 25b.

In a porous medium, the effective diffusivity of the
gas species (D

′
) may be significantly lowered com-

pared to its diffusivity in the ambient, DO(D
′ = 10−2–

10−3 DO). In addition, the gas is consumed during the
diffusion across the thick porous layer at a rate of kCi,
which determines the amount of permeation of the tar-
get gas [(3)] toward the active surface. Thus a gradient
in the gas concentration is usually established across
the thick porous film as schematically shown in Fig. 26
which, hence, affects the sensitivity. The concentration
profile of the gas species in the film can be obtained by
solving the general diffusion equation [92, 93]

∂Ci

∂t
= D′

i
∂2Ci

∂x2
− kCi (72)

where k is the rate constant for the consumption reac-
tion on the surface of the sensing material. At steady
state ( ∂Ci

∂t = 0), Equation 72 can be solved under the
following boundary conditions:

Ci = CO
i at x = h and dCi/dx = 0 at x = 0

to give the concentration of species i as a function of
the depth in the sensing layer (x) as

Ci

CO
i

= cosh[(x/h)(kh2/D
′
i)

1/2]

cosh(kh2/D
′
i)

1/2
(73)

If the conductivity of the sensing material has a re-
lationship with gas concentration according to σ =
σ0 + σ1Cβ

i , where σ0 and β are constants, and the con-
ductance is measured between electrodes placed on the

sides (S), the total conductance of the thick film sensor
can be obtained by integrating the parallel connection
of partial conductance of hw

l σdx

G = hw

l

[
σO + σ1

(
CO

i

)β

∫ 1

0

[
cosh[(x/h)(kh2/D

′
i)

1/2]

cosh(kh2/D
′
i)

1/2

]β

d

(
x

h

)]
(74)

where l and w are the length between the electrodes and
the thickness of the sensing layer, respectively. Equa-
tion 74 can be simplified as

G = hw

l
σO + h∗w

l
σ1

(
CO

i

)β
(75a)

or

G = hw

l

[
σO + h∗

h
σ1

(
CO

i

)β

]
(75b)

where h∗
h = ∫ 1

0 [ cosh[(x/h)(kh2/D
′
i )

1/2]
cosh(kh2/D

′
i )1/2

]
β

d( x
h ) holds.

The effects of the film thickness on the sensitivity for
a given gas component or a given catalytic activity of
the material can be evaluated from Equation 75b. The
following two extreme cases can be distinguished:

(1) For a very thick film (h � h∗), G ≈ hw
l σ0 and no

detectable sensitivity can be obtained
(2) For a film with thickness comparable to h∗, G ≈

hw
l [σO + σ1(CO

i )β] and an optimum sensitivity can be
obtained.

In the case of bottom electrode (B) in Fig. 26, the
conductance is determined via either path [1] or path
[2], whichever provides the lower resistance channel.
This depends on the distance of the electrode-gap and
the thickness of the film for a given reactivity of the
sensing material. For a narrow gap, the sensitivity most
likely comes from the interaction of the gas with the
sensing material that resides in the gap between the
electrodes. For a wide-gap-sensor, path [1] competes
with path [2] such that the reactivity and the thickness
of the film affect the sensitivity simultaneously. In sum-
mary, if a sensing element is highly active (h∗ ≈ 0), the
target gas is almost completely oxidized at the outer re-
gion and only a trace amount of the gas species can
reach the innermost region where the electrodes are lo-
cated, leading to a very low sensitivity. On the other
hand, if the element has a moderate activity (h ≈ h∗), a
considerable amount of gas species can permeate into
the innermost region, giving rise to a high sensitivity.
On the contrary, the sensor having a negligible activity
again exhibits a lower sensitivity because of the low
consumption of oxygen adsorbate at the innermost re-
gion in spite of the almost complete permeation of the
gas. In this case, the low sensitivity results from the low
value of the exponent β in an inactive substrate. The de-
pendence of the permeability of the gas on the activity
of the element is schematically shown in Fig. 27 for the
bottom electrode structure.
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Figure 27 Schematic pictures of gas permeability with different reactivity (high, medium and low) of sensing elements (after ref. 94) R: reducing gas
RO: oxidized gas.

4.2.2. Selectivity
The need for high selectivity stems from the fact that
the adsorption and the catalytic reaction of species other
than the target gas leads to cross-sensitivity. There is a
considerable effort to resolve this cross-sensitivity is-
sue. The common approaches for improving selectiv-
ity are: (i) adopting a suitable electrode-configuration
and thickness of the sensing layer which enables the
discrimination of various interfering effects by active
gases, (ii) addition of suitable catalysts and/or dopants
which shifts the sensitivity maximum towards the target
gas and (iii) selection of an optimum operation tem-
perature where the chosen gas is most active. Other
approaches include [95]:

• development of new base oxides other than the tra-
ditional oxides such as ZnO, SnO2 and TiO2;

• use of impedance (frequency modulation) instead
of dc resistance measurements;

• use of filtration membrane or multi-layer sensors
for selective adsorption or reaction; and

• use of arrays of partially sensitive sensors in
conjunction with pattern recognition and multi-
component analysis.

The relative measure of the sensitivity and the selec-
tivity would be dependent on the geometrical structure
of the electrodes such as:

(1) the position of the electrode
(2) the distance of the electrode gap relative to the

thickness of the sensing layer.

The electrodes can be placed on the top surface, or bot-
tom surface, or at the sides as shown in Fig. 28a and
their configurations can be chosen as planar, or inter-
digitized, or micro-contact probe (Fig. 28b). Among
them, interdigitated or parallel two-probe with planar
configuration is commonly used in practice.

In general, when electrodes are placed on the top or
the sides, a higher sensitivity can be obtained than for
bottom electrodes because of the effectiveness of sur-
face catalytic reaction of gas species. However, elec-
trodes placed on the bottom are more beneficial in
achieving selectivity. For instance, the bottom elec-
trodes with a small gap allow a poorly reactive gas to be
detected in the presence of a highly reactive gas because
the highly reactive gas effect is removed during the in-
diffusion through the sensing layer while less reactive
gas remains intact. On the other hand, if the bottom
electrodes have a large gap compared to the thickness

Figure 28 (a) Various positions of electrodes used in the construction
of the sensor (b) Various configurations of electrodes used in the con-
struction of the sensor ([i]: interdigitized, [ii]: 4 point micro-contact and
[iii]: planar).

of the sensor, the highly reactive gas can be detected in
the presence of a poorly reactive gas because the con-
ducting channel is formed through the surface region
that is most affected by the reactive gas [96]. For exam-
ple, Komori [97] achieved the measurement of methane
in the presence of more reactive gases such as hydrogen,
CO and ethanol by utilizing a sensing layer thicker than
the reaction depth for the more reactive gases (h∗ ≈ 0)
but smaller than that for methane (h∗ ≈ h).

One of the most effective and positive ways of en-
suring selectivity in semiconductor gas sensors is the
use of physical or catalytic chemical filters on top of
the sensing layer. These filters are highly permeable
to the target gas but prevent, physically or chemically,
interfering gases from reaching the sensing layer. Ex-
amples of physical filters are: a dense SiO2 layer de-
posited on a Ga2O3 thin film sensing material [98] and
‘hot Pt wire’ covered with tin oxide powder [99] by
sputtering or chemical vapor deposition (CVD). It is
particularly efficient to implement hydrogen selectiv-
ity because the dense layer acts as a molecular sieve
to prevent all other gases except hydrogen with the
smallest molecular diameter, from reaching the sens-
ing element. Similarly, chemical filters can permit the
target gas to penetrate to the sensor surface but other
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gases are removed by the catalytic chemical reaction
in the filter. A porous structured Ga2O3 filter [100] de-
posited by screen-printing onto a Ga2O3 thin film can
eliminate the cross-sensitivity to ethanol such that the
selective detection of methane becomes possible in the
presence of ethanol, whereas a Nb2O5 filter [101] on tin
oxide suppresses the cross-sensitivity to hydrocarbons
such as propane to detect ethanol selectively.

In addition, the selectivity also depends on the mate-
rials and the method of electrode fabrication. For exam-
ple, a gold electrode provides better selectivity than a Pt
electrode, and if a sputtered gold electrode is used, bet-
ter sensitivity can be obtained than for screen-printed
gold [102]. The reason for these phenomena is not com-
pletely known but it is closely related with the catalytic
activity of the electrode.

4.2.3. Stability
In contrast to the selectivity and sensitivity issues, the
problem of stability is rarely addressed in the literature.
This does not mean that the stability issue has less im-
pact on the usefulness of a gas sensor. Rather, stability
is an engineering issue often addressed at the prototyp-
ing and manufacturing stages, and is difficult to resolve
mostly due to a lack of precise knowledge of the under-
lying physical and chemical processes. The problem of
stability may be associated with the facts that:

(1) a surface conductive sensor readily suffers from
surface contamination due to its rather low operating
temperature of 100–450◦C;

(2) an oxide-based sensor consists of an incom-
pletely sintered body in which the intergranular con-
tacts are not identical; and

(3) changes can occur from thermal expansion co-
efficient mismatch and/or interfacial reactions at the
metal electrode/ceramic interface.

First, the working temperature of most of the surface
conductive sensors are not high enough to completely
burn out organic deposits or desorb certain adsorbates,
which inhibits the adsorption of oxygen and the tar-
get gas in repeated operations. This leads to long-term
instability over time and requires frequent cleaning pro-
cedures at high temperatures. Secondly, the electrical
response from the sensor can be considered as a collec-
tive phenomenon based on the existing distribution of
the contact areas and barrier heights. In other words, a
Schottky barrier gas sensor can be considered as an as-
sembly of micro-sensors at the intergranular contacts.
For long-term operation at relatively high working tem-
peratures, this distribution may change with time due
to changes in the microstructure and/or segregation of
impurities, which results in aging or long-term drift.
Thirdly, the mechanical and the chemical compatibil-
ity are destroyed at the electrode/sensor interface due to
frequent thermal cycling at high temperatures. For in-
stance, silver electrodes are prone to aging because sil-
ver can easily move under the electric field imposed on
the electrode at the operating temperature above 300◦C.

Figure 29 Schematic energy band structure for (a) thin film and (b) thick
film sensors with their equivalent circuit and current-voltage response.
(after ref. 105).

In general, the metal/ceramic contacts show a non-
ohmic behavior because of the work function differ-
ence of the ceramic and the metal. For example, a
Schottky type barrier is formed at the Pt/SnO2 inter-
face [103–106]. Hence when the electrical response is
measured for the contact-controlled structures with a
Pt electrode on sintered SnO2 sensors with a thickness,
h > h∗, the contact property plays a dominant role in
the current-voltage response to give a current depen-
dent or bias voltage dependent resistance as shown in
Fig. 29a. However, it is alleviated in porous thick film
structure which is connected in series with a large num-
ber of Schottky grain-grain contacts with comparable
resistance as shown in Fig. 29b.

4.3. Thermal design
In practice, chemoresistive gas sensors based on SnO2
are operated around 350◦C to avoid the cross-sensitivity
from humidity. Hence they are usually equipped with a
heater printed on the backside of the alumina substrate
for thin or thick film devices or heating elements are
positioned outside the bulk type devices. The power
dissipated at the heater can be expressed in terms of
the resistance, R, and the operating voltage, V , of the
heating material, expressed as

P = V 2

R
(76)

Therefore, there are two ways to reduce the power con-
sumption of the sensor:

(1) increasing the resistance of the heater for a given
operating voltage, or

(2) lowering the operating voltage for a given resis-
tance of the heater.
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Initially, wound Pt alloy wire was used in the bulk sin-
tered SnO2 sensor as a heating element, which had a
resistance of a few decades of ohms (�). Soon this
was replaced by Pt paste on an alumina substrate in
the thick film device with practically the same magni-
tude of resistance but much smaller size. However, the
power has been dramatically reduced from 800 mW to
as low as 200 mW by changing the operating voltage
from 5 V to battery-operated 2 V accompanying its di-
mensional reduction. Size reduction leads to low power
consumption to attain the same operation temperature.
The power can also be reduced, without changing the
operating voltage, by adopting high resistance mate-
rials such as RuO2 ink with which heaters of several
hundreds ohm (�) can be easily made. Furthermore,
the resistance of RuO2 ink is insensitive to the change
in temperature while the resistance of Pt paste approx-
imately doubles when it reaches the operating temper-
ature of 350–400◦C.

However there is a lower limit to which power can
be reduced due to the conduction loss through the con-
necting wires with the external circuitry in addition to
the radiation and the convection loss to the outside. For
example, Au wire of 25 µm diameter gives rise to about
30 mW power dissipation per line at an operating tem-
perature of 400◦C. Therefore, the power to be supplied
for maintaining an operating temperature has to be at
least more than 120 mW, if four lines are connected to
the external circuit, which is common for most of the
surface conductive gas sensors.

4.4. Measurement and calibration
Generally, a voltage-dividing circuit is used to detect
the resistance of the sensor as shown in the inset of
Fig. 30. The output voltage becomes

Vout = RL

RL + RS
VC (77)

where RL and RS are the load resistance and the sensor
resistance, respectively, and VC is the operating voltage
of the sensor. Graphically, output voltage can be drawn
as a function of log RS/RL as shown in Fig. 30b for

Figure 30 (a) Circuit for the measurement of gas (RS: sensor resistance
RL: load resistance); (b) Output voltage as a function of RS/RL (after
ref. 101).

VC = 5 V. When 0.1 < RS/RL < 10, the output volt-
age exhibits its most sensitive response to a change in
RS. However, outside this region, the change in RS can-
not attribute to the output voltage change as sensitive
as within the specified range. Therefore, sensitivity of
more than 100 is unnecessary for achieving acceptable
resolution of detection. Because the resistance of the
sensor usually decreases upon exposure to the reduc-
ing gas, a load resistor having a lower resistance than
that of sensor is recommended. According to Fig. 30,
in order for a sensor to operate in the sensitive region,
RL must be smaller than ten times of RS at the most,
which sets the upper limit of the resistance of the sens-
ing material.

The lower limit of the sensor resistance is determined
by the resistance change caused by the self-heating of
the sensing element. Fig. 31 shows the voltage across
the sensing material with changing sensing current in
air and 2000 ppm CH4, where the slope corresponds
to the resistance of the sensing element. The sensing
material shows a pure ohmic linear behavior until it
reaches 10 mW above which the resistance decreases
due to self-heating by the sensing current. Therefore,
the maximum power dissipation of the circuit, which
occurs at RS = RL, must be smaller than 10 mW.

Pmax = V 2
C

4RS
< 10 mW (78)

In other words, RS must be smaller than V 2
C/0.04

(�). For most modern sensors, the operating voltage
VC is around 5 V, though some are designed for 2 V
for battery operation. Hence, the lower limit for the
resistance of the sensing material is set at 0.6 K � and
0.1 K � for 5 V and 2 V, respectively. These values are
much smaller than that for doped SnO2 devices.

5. Applications
5.1. Methane sensor
Around the world, natural gas (which is largely
methane) is being used in domestic, commercial and in-
dustrial premises. Reliable methane sensors are needed
for these applications, especially as a domestic gas
alarm system, which is mandated by law in some coun-
tries. Methane is rather stable compared to ethanol,

Figure 31 The change in the resistance due to self-heating of sensing
element.
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which is often produced as a by-product of cooking
or food processing and can cause a false alarm. Hence,
the selectivity of a methane sensor over ethanol is im-
portant in the domestic application. In addition, the ap-
plication requires long-term stability or minimal aging
due to any degradation in the sensor material, power
variation in the circuit, temperature fluctuation and hu-
midity changes.

The commercial devices set their alarm operation to
a certain range of methane concentration within which
an alarm must operate (Table IV). The upper limit is
well below an explosive level but the lower limit is
high enough to avoid most false alarms from interfer-
ing gases. For example, the instrument which must give
an alarm between 2500 and 10000 ppm for satisfactory
operation (British Standard 7348) is usually set to about
3500–4000 ppm in actual operation. This leaves a con-
siderable room for variation resulting from power and
temperature fluctuation, humidity change and degrada-
tion of the sensor.

Furthermore, because the semiconductor gas sensors
are usually operated at high temperature above 350◦C,
the device must be packaged to avoid explosion even at a
methane concentration well above the lower explosion
limit (LEL). Stainless gauze is normally provided to
limit the explosive gas supply from outside.

5.2. Carbon monoxide sensor
Highly toxic carbon monoxide gas can build up in a
confined space, either directly from coal gas leaks or
via the incomplete combustion of methane. Hence in
many applications, warnings for toxic levels of car-
bon monoxide are required in addition to a methane
alarm. When carbon monoxide is inhaled, it is picked
up by the blood more readily than oxygen, forming
carboxyhemoglobin. Below 10% carboxyhemoglobin
which corresponds to 60 ppm CO in the ambient, the
physiological effect is negligible. Hence, for exposure
over several hours, 50 ppm CO is set to a tolerance
limit value (TLV) level in Europe, Japan and Korea and
35 ppm in the US.

For a maximum selectivity to carbon monoxide, the
SnO2-based sensor must be operated below 100◦C,
where the response is slow and miscellaneous gas
species are easily adsorbed to interfere with sensor op-
erations. Therefore, the sensor is heated sequentially to
a high purging temperature of about 300◦C, followed by
a low operating temperature of about 100◦C as shown
in Fig. 32. The conductivity of the sensing material is
measured at the end of each operating period to indicate
CO concentration in air. In general, a material that is
sensitive to carbon monoxide is also sensitive to ethanol
such that an activated charcoal filter is commonly in-
corporated in the package to filter out any interfering
alcohol vapor.

CISM (Center for Industrial Sensors and Measure-
ments) researchers have designed a new type of selec-
tive CO sensor based on p-n heterojunctions of anatase
(n) and rutile (p) using TiO2 as the base material [108].
Combination of anatase and rutile phases in the appro-
priate proportions leads to a sensor selective to CO as
shown in Fig. 33. These types of composite sensors have

Figure 32 Cyclic heating in the detection of CO. Detection is made at
the end of the heating cycle (open circle). Source: FIS technical manual
in http://www.fisinc.co.jp

Figure 33 Sensing behavior of a p-n composite sensor (75% rutile and
25% anatase TiO2) at 600◦C in 5%O2 (a: CO and b: CH4). Ro is the
resistance in the absence of the sensing gas (after ref. 108).

tremendous potential because by varying the mixing ra-
tio of the n and p phases one can create a wide range
of sensor arrays including the possibility of designing
selective CO and/or hydrocarbon sensors.

5.3. Alcohol sensor
Detection of alcohol concentration in the brain is impor-
tant for safety on the road as well as in the workplace.
Conveniently, blood alcohol concentration (BAC), de-
fined as the percentage of alcohol in the blood, is used to
assess the alcohol level in the brain tissue as a measure
of impairment from alcohol poisoning. Most people
show measurable mental impairment at about 0.05%
BAC. Above this level, the ability to operate an auto-
mobile deteriorates progressively with increased blood
alcohol level. For the average person, unconsciousness
results about a BAC of 0.4%. Above 0.5% BAC, basic
body functions such as breathing or the beating action
of the heart can be depressed leading to death. Major
symptoms occurring in a person who is intoxicated by
alcohol are listed in Table V.

One of the convenient and non-invasive ways of ob-
taining BAC is to measure the alcohol concentration in
the deep lung breath. Approximately 0.01% BAC cor-
responds to 16 ppm alcohol in the breath stream (BrAC
is often used to indicate that the measurement is a breath
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T ABL E IV Specifications of domestic gas alarm standards [107]

Inspection standards for town gas
leakage alarm; Japan Gas
Appliances Inspection
Association, Japan

Specification for the detection of
combustible gases in domestic
premises; British standard BS
7348, UK

Residential gas detectors. UL 1484
standard for safety; Underwriters
Lab. Inc., USA

Alarm concentration in standard
atmosphere

1/200–1/4 of LEL. Methane:
0.1–1.25%. (1000–
12,500 ppm)

5–20% of LEL. Methane:
0.25–1.0%. (2500–
10,000 ppm)

Not specified precisely

Less than 25% of LEL; natural gas:
0.95% (the LEL of N.G.
specified as 3.8% in this
standard)

Fluctuation of alarm conc. by
atmospheric temp. and
humidity

−10◦C–50◦C; alarm as above.
35–40◦C, >85% RH; alarm as

above
50◦C; clear of false alarms by

miscellaneous gases.
Fluctuation of ±10%; alarm as

above

The above is to be maintained
from 15◦C, 35% RH to 25◦C,
60% RH.

Fluctuation of +10% and −15%
of 240 V; alarm as above

Fluctuating upper limit:
U = (K + I )/2; K: 25% of LEL; I;

Initial alarm. conc.
Alarm as above, under all the

following conditions:
0◦C, 30% RH. ∼49◦C, 50% RH;

30◦C, 0%
∼ 90% RH; and at 42◦C,
95% RH

Fluctuation of +10% and −15%;
as above

Change in alarm conc. by supply
voltage fluctuations

After one month or more storage
with and without energizing;
alarm as above and clear of
false alarms by miscellaneous
gases;

After 3 months being subjected to
5% and 20% of LEL once a
week; alarm as above

Alarm as above during three
months observation being
subjected to temperature change,
gas flow velocity change, etc.

Long-term stability Durability for over 5 years Not specified Not specified
Response speed to alarm At 1/4 LEL (methane 1.25%);

alarm within 20 sec
At 25% of LEL (methane

1.25%); Alarm within 30 sec
Not specified

False alarm by miscellaneous
gases explosion proofing of
sensor housing

For ethanol of 0.1% or less at
38–40◦C, >85% RH; no
alarm.

Proofed with double stainless
steel gauze as specified or with
more strict flame arrester

Same as Japanese specification;
no ignition for 10 times
sparking in a mixture of 28 ±
1 & hydrogen in air

No ignition for 10 min energizing
with 10% supply voltage in 8.3%
natural gas

measurement) and BAC values thereafter increase pro-
portional to the breath alcohol concentration. A variety
of methods such as photospectroscopy, gas chromatog-
raphy, Infrared spectroscopy, semiconductor sensor and
fuel cell have been adopted to test a breath sample for al-
cohol. Among them, the alcohol breath analyzer using
a semiconductor sensor offers significant merits such
as low cost, portability, high accuracy and rapidity in
consecutive testing. Some of the commercial portable
devices are shown in Fig. 34. However, these devices
have inherent interference effects from acetone present
in the breath of diabetics and from cigarette smoke.
They also need frequent calibration for which a breath
alcohol sample simulator (BASS) is used to provide an
alcohol-in-air test sample with known alcohol level at
34◦C [109].

Another useful application of alcohol detection is
in the area of automatic control of fermentation pro-
cesses, especially when alcoholic fermentation must be

T ABL E V Various human symptoms according to the blood alcohol
concentration (BAC)

Blood alcohol
concentration (BAC) Symptoms

>0.05% Measurable mental impairment
>0.10% Unsteady walk
>0.15% Slurred speech
>0.40% Unconsciousness
>0.50% Difficulty in breathing, heart failure, death

avoided. One example is the fabrication of beer yeast,
where the ethanol concentration in the solution must be
maintained below 0.1%. The sensor tracks the ethanol
level in the reactor to determine the modification of the
reaction parameters in the reactor before it reaches the
threshold value.

6. Sensor arrays and pattern recognition
Another active area of gas sensor research is the use
of pattern recognition techniques to obtain selectivity
from sensors that may otherwise appear non-selective.
Some of the approaches are as simple as monitoring
the sensor response over a range of temperature, while
others involve the use of artificial neural networks.

Takada had developed an approach for testing and
extracting a selective response from a single gas sen-
sor [110]. By looking at both the resistance change and
the temperature change of a sensor when exposed to a
gas, a 2D map was developed of the sensor response
to a number of gas concentrations. An example of one
of these maps is shown in Fig. 35. Each gas has its
own response curve over a range of concentration, and
the curves do not intersect. From this map, the concen-
tration and identity of an unknown gas (assuming, of
course, that it is one of the gases that has been previ-
ously tested) can be determined. The advantage of the
method is that if the concentration of the unknown gas
changes during the course of the measurement, it will
still fall on the response curve, making unique identifi-
cation possible [110].
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Figure 34 Various alcohol breath analyzers using a semiconductor sensor (adopted from http://www.dui.com, http://www.intox.com, and
http://www.lifeloc.com).

Figure 35 Map of sensitivity vs. temperature change for selective de-
tection of gases (after ref. 110).

Other approaches have used dynamic temperature
programming to find patterns in the response of a sen-
sor to particular analytes [111]. Temperature pulses are
applied to the sensing film, and the response of the sen-
sor is followed with time. The conductance signature
for each gas to this applied temperature pulse is unique,
as shown in Fig. 36 [111].

Pattern recognition and artificial neural network
methodologies have also been utilized for making se-
lective sensor arrays [112]. Chambon et al. developed
a pattern recognition approach using 4 different metal
oxide sensors [113]. They used the response of each
sensor for a number of gas concentration, to calculate

Figure 36 Response of sensors to different gases with pulsed tempera-
ture operation (adapted from reference 111).

features that, though not able to determine gas quantity,
could identify the gas. Two-dimensional plots of the
feature vectors were used to show how the signals from
the different gases clustered together. This methodol-
ogy, a modification of principal component analysis,
accurately identified the two test gases, NH3 and CO
[112]. Hong et al. used both principal component analy-
sis and artificial neural networks to classify and identify
different flavor compounds [114]. The principal com-
ponent analysis resulted in the overlap of signals for
two of the compounds, while the artificial neural net-
work correctly identified the flavor samples 93% of the
time [114].

To extract information from a sensor array, software
algorithms are needed to identify distinct features in
the multiplicity of sensor data. As a first approach,
Fulkerson [115] trained a simple neural network, us-
ing Gaussian basis functions, to interpolate the sensor
response based on relatively sparse gas composition
data. His results clearly illustrated that although the
fit goes through the data points, nonphysical oscilla-
tions of the sensor response occur for regions outside
the range of the training gas concentrations. This il-
lustrates a problem with neural nets, namely, they do
not extrapolate well outside of the data set for which
they are trained. Relying on theoretical understanding
of the sensing mechanism combined with experimen-
tal data, Fulkerson et al. [116] developed an alternative
knowledge-based kernel regression approach based on
support vector machine (SVM) theory. They demon-
strated that the SVM modeling provides a much better
and more reasonable prediction for larger values of the
gas concentrations.

7. Future trends
As pointed out in the previous sections, selectivity and
stability are the major issues limiting widespread ap-
plications and further development of oxide based sen-
sors. Current efforts to resolve these issues tend to
integrate results obtained from both empirical and ba-
sic science approaches, and to focus on various stages
of sensor development, including development of new
material systems for high temperature applications,
sensor fabrication and manufacturing techniques, and
neural-network-based smart sensor arrays with signal
conditioning and filtration. Also, due to the complexity
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involved in sensor development, the research trend is
moving more toward multi-disciplinary collaborative
approaches.

7.1. Development of new sensor materials
Typical gas sensors often involve a complex mix of dif-
ferent materials including catalysts. However, not much
is known about the relation between sensing mecha-
nisms and microstructure, which is necessary to ex-
ploit the full potential of existing materials or to find
improved sensor systems, as well as to control the sta-
bility of fabricated devices. Detailed characterization
ranging from electron microscopy to surface analytical
techniques is needed for establishing structure-property
relationships.

Very little work has been done in the area of mod-
eling and simulation of ceramic gas sensors, particu-
larly modeling of sensor arrays [115–118]. The diffi-
culty arises since development and integration of mod-
eling at different length scales is necessary to describe
the multitude of phenomena occurring in various types
of sensors. The fundamental chemical reactions and
electron transport through metal oxide surfaces and
bulk regions involve events on the atomic scale. Con-
duction through the poorly sintered microstructure of
the ceramic device involves phenomena at the gran-
ular or mesoscopic scale while the device electrical
properties include behavior at the macroscopic level
as well. There is a need to combine successful mod-
els developed at these different length scales into an
integrated framework that can be used to drive new
research and guide experimental efforts for designing
sensors and sensor arrays with optimized properties
[115–118].

Ultra thin or nano-particle films show promise in
gas sensor applications because the sensitivity is ex-
pected to increase dramatically when the film thick-
ness or particle size becomes comparable to the de-
pletion layer thickness of the material. A challenging
issue associated with the development of ultra thin film
and nano-structured ceramic sensors is the stability of
the nano-scale microstructure against surface grooving,
grain growth and coarsening during thermal processing
and applications at elevated temperatures. Both exper-
imental and theoretical studies are needed for the ki-
netics of surface/interface grooving as a function of the
ratio of surface/interfacial energy over grain boundary
energy, temperature and segregation of impurities on
surface/interface/grain boundaries.

7.2. Smart sensors and sensor arrays
There is a trend toward the use of more sophisticated
design concepts in the development of new sensor sys-
tems, notably the so called smart sensor system, which
combines sensing elements and signal processing, con-
version and output units. This approach aims at simulta-
neous or sequential acquisition of more than one type of
signal, mainly to resolve the problem of selectivity. This
may include the use of more than two electrodes (arrays
of electrodes) on a single sensor body, employment of

sensor arrays made of many sensors or a multi-layer
sensor with a filtering membrane, and applications of
artificial intelligence for pattern recognition. In appli-
cations, the objective of such an approach may be dif-
ficult to achieve, as a sensor array functionality relies
not only on the right combination or integration of dif-
ferent sensors but also on the stability of individual
sensors. Any change or drift in one of the sensors re-
quires a system-wise re-calibration or re-programming
of the pattern recognition part. In other words, potential
applications of a sensor array system are still going to
be determined by the availability of stable and reliable
individual sensors.

7.3. Device fabrication and manufacturing
From the device fabrication and manufacturing point
of view, besides the issues of poor selectivity and long-
term stability, oxide based sensors are also plagued with
issues such as poor reproducibility (unit-to-unit con-
sistency) and high power consumption (particularly for
gas sensors to maintain a constant operating temper-
ature). Poor reproducibility results from poor control
over raw materials and processing conditions includ-
ing forming, firing and electrode attachment. Most of
the current commercial sensor devices are produced ei-
ther by typical ceramic fabrication (sintered body) or
thick film processes. Sensors thus produced often have
poor unit-to-unit consistency, and therefore require in-
dividual inspection and calibration.

Thin film fabrication process and micromachining,
which are based on well-defined IC deposition and
etching processes, are expected to improve the repro-
ducibility and possibly lower the power usage besides
achieving a mass production capability. Alumina fab-
ricated by low temperature co-fire ceramic technology
(green tape technology) provides new opportunities for
IC packaging as a high-density, high-reliability, low-
cost substrate. Thin film metallization can be accom-
plished by thermal evaporation, sputtering and chem-
ical vapor deposition on a polished alumina substrate.
Patterning of the structure can be done using proven
photoresist, chemical etching and lift-off techniques.
Green tape and laser cutting techniques can be used
together to create three-dimensional structures, which
are highly desirable for many sensor and device appli-
cations. The conventional ceramic green-tape process
produces surface with roughness ∼1 µm, which is rel-
atively rough for thin film metallization with typical
thickness of 2000–3000 Å. This would lead to discon-
tinuous metallic film on the ceramic substrate making
the electrode unstable. Therefore, mechanical polishing
of ceramic substrate prepared via tape-cast is necessary
for thin film metallization.

8. Summary
Despite many problems addressed above, the develop-
ment of oxide-based gas sensors is expected to con-
tinue, and the market appears to be promising; the US
demand alone for chemical sensors (gas sensors and
biosensors) is projected to reach $2.7 billion by 2006
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[8]. Several emerging research trends contribute to such
a perspective: (i) increased efforts in basic studies in re-
cent years resulting in better understanding of sensing
mechanisms; (ii) new and improved materials synthesis
and device fabrication techniques; and (iii) developing
sensors for more specific or focused applications rather
than a generic application targeted at all markets. The
last aspect can help to elevate the acceptance level of
ceramic sensors and promote further development for
specific sensors for use in various environments.

Development of ceramic gas sensors for industrial
applications appears to be more challenging. Selectiv-
ity and stability issues become even more challenging
in a harsh industrial environment with high tempera-
ture, high pressure, contaminants and dynamic gas flow.
The increasing need for measurement in industrial pro-
cesses and products, however, shows promise for future
growth via innovative scientific and/or engineering ap-
proaches. What makes this area exciting for future R&D
is that the solution to the engineering and technolog-
ical problems is closely linked with the fundamental
knowledge and understanding yet to be uncovered.
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